Assessing LLMs Responses in the Field of
Domestic Sustainability: an Exploratory Study

Giulio Antonio Abbo
IDLab-AIRO
Ghent University — imec
Ghent, Belgium
giulioantonio.abbo @ugent.be

Mathyas Giudici
Politecnico di Milano
Milan, Italy
mathyas.giudici@polimi.it

Riccardo Andrea Izzo
Politecnico di Milano
Milan, Italy
riccardo.izzo @mail.polimi.it

Francesco Dubini
Politecnico di Milano
Milan, Italy
franceso.dubini @mail.polimi.it

Abstract—In the next years, we must challenge climate change,
and the urgency of adopting a more sustainable lifestyle has
increased. Conversational Agents, such as Smart home Personal
Assistants, have shown promise in fostering sustainable behaviors
in domestic environments. However, traditional conversations
with rule-based approaches in such agents face challenges in
addressing users’ questions in complex domains like sustainabil-
ity. Large Language Models (LLMs) are a promising tool to
overcome these limitations of their capability to answer open-
domain questions. The final objective of this work is to compare
the generative capabilities of four large language models in
ecological sustainability to determine the most suitable LLM to
be embedded into home assistants and create a hybrid model
of conversational agent for environmental sustainability. We
performed two evaluations. In the former, we constructed a set of
trustable sources on the topic and analyzed the extent to which
the themes covered in the text generated by the models appeared
in it. The results do not show a statistical difference between
the outputs of the candidate models, while qualitative analysis
determined that ChatGPT, at the moment, is the optimal solution.
In the second evaluation, we tested the responses generated by
ChatGPT on a corpus of 167 questions from a sample of 75
people. Responses evaluation was performed by a team of experts
(N=5) on fluency, coherency, consistency, accuracy, and reasoning.
The results suggest that ChatGPT for generic questions on
sustainability is quite reliable.

Index Terms—Conversational Agent, Sustainability, LLM,
Rule-based CA

I. INTRODUCTION

It has been several years since the climate crisis first
captured global attention [1]. The urgency to adopt a more
sustainable lifestyle has risen, with the objective of containing
both present and future damages to the environment [2]. How-
ever, understanding which behaviors contribute to achieving
this objective — or even discerning the detrimental impact of
certain habits — is often difficult [3]. The two main reasons are
the complexity of the topic [4], [S] and the confusion caused
by widespread misinformation [6], [7]. In 2010, [8] explored
the role that human-computer interaction can have in shifting
people towards more environmentally sustainable behaviors.
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Among the different digital technologies nowadays avail-
able, Conversational Agents (CA) — i.e., technologies that
interact with users through natural language [9] — are a promis-
ing tool. Their ability to interact in plain language allows
users to focus entirely on the interaction goal, i.e., addressing
sustainability issues, rather than on the interaction itself. Con-
versational Agents are deployed as stand-alone applications
or embedded in larger systems. Among those, there are Smart
home Personal Assistants (SPAs), IoT devices that provide a
conversational interface to a domotic IoT environment [10].
These systems have been revealed to be valid solutions to
foster sustainability behaviors in domestic environments [11],
[12] for two main reasons: they are widely adopted and they
can provide actionable feedback, since they are already con-
nected with smart environments, and can measure and monitor
users habits, for example in terms of energy consumption.

Nowadays, most Conversational Agents embedded in SPAs
operate based on a predefined set of rules [13], [14], which
means that developers — or conversation designers — need to
anticipate and account for every potential scenario and user
request. This approach is designed to ensure that interactions
with the CA are predictable and follow a predetermined flow
[15]. However, when it comes to addressing users’ questions,
particularly in a multifaceted and diverse domain like sustain-
ability, this rule-based approach presents challenges, as the CA
may struggle to provide satisfactory responses to unanticipated
questions.

To overcome these limitations, newer approaches, such as
generative conversational agents, are being developed [16].
These models leverage large datasets and advanced natural
language processing techniques to understand and respond to
user queries more dynamically. In particular, Large Language
Models (LLMs) [17], neural networks that process text input
and produce a textual output, can be used to expand the virtual
assistants’ capabilities thanks to their ability to answer open-
domain questions [18]. However, generative models might not
match the high standards in terms of content and scientific



accuracy required when the objective is informative and factual
[19]. This weakness derives from biases in training data,
limited access to real-time information, and the inability to
verify facts. These challenges can lead to generating responses
that are inaccurate, outdated, or misleading.

To address these issues, additional measures such as fact-
checking, human oversight, and expert validation are neces-
sary. However, implementing these steps can often be cost-
prohibitive and may not be feasible or practical in many
situations, presenting a challenge in achieving consistently
accurate and reliable responses. For these reasons, we want
to understand whether LLMs are able to deliver precise and
scientifically accurate answers on the sustainability topic, with
a particular focus on the household domain. We develop our
research in two phases. First, we present a comparison between
different LLMs, testing which of the most prominent LLMs
are best suited to deliver factual information on topic-related
questions. Second, we gathered questions on sustainability
with a crowdsourced questionnaire that involved 73 people.
The corpus created is then analyzed and used to evaluate the
LLM obtained from the first part of the study, asking energy
and sustainability five experts to evaluate the generated replies
on fluency, coherence, consistency, accuracy, and argument
logic. The results suggest that ChatGPT for generic questions
on sustainability is quite reliable. However. experts reported
low accuracy in the content delivered in the responses.

This work contributes to the application research for LLMs
in the field of environmental sustainability while ensuring
scientifically accurate information and human-like responses.
We believe that our results have proven that the way of hy-
bridization of rule-based and generative-based smart assistants
can lead to upgraded tools able to provide effective support
to householders in learning and adopting more sustainable
lifestyles.

II. STATE OF THE ART
A. Large Language Models (LLMs)

A Large Language Model (LLM) is a neural network
model specifically trained, usually on a billion parameters, to
understand, summarize and generate text-based content [20].
The applications for LLMs are endless, some notable examples
being summarization, as presented by [21], and Next Sequence
Prediction (NSP) [22]. However, the most pertinent usage for
our purposes is employing LLMs as Conversational Agents.

OpenAI’'s GPT-2, released in 2019, can be considered the
pioneer in LLM, and it was trained on 1.5 billion param-
eters [23]. With LLMs in the spotlight due to their recent
impressive performance, big corporations decided to make
a move and publish their own versions of LLMs. Accord-
ing to [24], some of the most notable ones nowadays are
Google’s Bard [25], Microsoft’s Bing Al [26] and OpenAI’s
ChatGPT/GPT-3.5 [27].

As explained by [28], the large size of modern language
models has rendered traditional weight updates impractical.
The unavailability and resource constraints make full model
tuning unfeasible for many applications. As a result, the field

of prompting emerged, exploring methods to leverage LLMs
inputs for influencing the output. This method leverages zero-
shot learning, a technique by which you can reach state-of-
the-art performances by presenting examples of a given task
to a pre-trained model without fine-tuning it [29]. In fact, in
the case of prompting, the examples are fed via some text (a
prompt) that steers the LLM toward giving the right answer.
It is also worth noting how avoiding fine-tuning the models
is an environmentally sustainable choice since the heavy GPU
training oftentimes results in high carbon dioxide emissions,
as emerged from the work of [30].

To the best of our knowledge, within the sustainability field,
Al has been widely implemented during the past years [31],
but no significant effort was made to implement LLMs as
a channel to spread information about the environment and
sustainable behavior.

B. Conversational Agents for Question Answering

Conversational Agents (CA) take advantage of natural lan-
guage processing techniques to engage users in text-based
information-seeking and task-oriented dialogues for a mul-
titude of applications [32]. For example, they are integrated
into physical devices (such as Alexa and Google Home)
and available in many contexts of everyday life, used in
phones (like Siri, the Apple virtual assistant), cars, and on-
line consumer assistance [33]. They also find extensive use
in applications such as question answering, leading to the
development of Conversational Question Answering (CQA)
systems [34]. CQA systems aim to comprehend given con-
text and manage single-turn or multi-turn question answering
to satisfy a user’s information needs. Finally, according to
previous studies [35], [36], conversational technologies are a
promising interaction paradigm to persuade people towards
more sustainable behaviors, previously successfully used in
different settings.

ELIZA [37] represents a significant historical reference in
the field of conversational agents. As a rule-based model,
ELIZA used predefined rules and lexicons for language gen-
eration and comprehension, exploiting the concept of pattern
matching [38] that set up the stage for advanced models.

Although rule-based CAs have been a milestone in this
mode of interaction in the past, they had significant limitations,
such as a lack of adaptability and scalability of conversa-
tions [39].

In the 1980s, there was a shift from rule-based systems
to data-driven approaches [40] powered by probability distri-
butions over sequences of words [41]. Finally, in the 2000s,
neural networks and the Transformer model were introduced
for the first time by [42]. These technologies, combined with
the advancements in LLMs (previously described in Section
II-A), led to the emergence of modern Conversational Agents
such as ChatGPT.

In the environmental sustainability field, rule-based ap-
proaches were used for delivering energy feedback [43],
[44], suggesting sustainable mobility [45], or reducing food



waste [46]. Instead, [47] is an example using data-driven
systems to suggest recipes with leftover foods.

III. EXTENDING HOME ASSISTANT WITH LLM
CAPABILITIES

As explained in the previous sections, prompting is one of
the primary tools in tuning large language models. However,
such a technique has some limitations [48].

One of the most current challenging limitations is making
the prompt change depending on some real-time variable,
which also implies adjusting the logic of such models to
incorporate the variables. An approach to overcome that issue
is proposed in the Socratic models by [49]. All the data
sensed by the external environment are fed inside the prompt
and the LLM replies accordingly. However, such a solution
relies on the input length of the generative model, becoming
impracticable if the contextual data are too long.

Another approach is the use of hybrid models; they handle
requests related to real-time data retrieval through a rule-
based strategy while managing all the other inquiries with a
generative approach. Although considerable effort has been
made in the past literature to present different approaches of
hybrid model mixing generative and retrieval techniques [50],
the research panorama for a hybrid model for environmental
sustainability is still scant.

IV. EXPLORATORY EVALUATION: LLM SELECTION

We carried out an explorative evaluation, represented in
Figure 1, aiming to find out which generative models have
the potential to be integrated into conversational agents and
talk about environmental sustainability in a domestic context.

To achieve this objective, we set up a study to investigate
two aspects. First, how domestic sustainability information is
included in a text generated by an LLM and which topics
are touched, in comparison to those covered by a set of
reliable sources, as shown in Figure 2. Second, the value of
the variability of topics delivered by the same LLM across
multiple runs.

Topic
Extraction from
Trustable
Source

Trustable
Source
Collection

LLMs
Gathering

Topic
Extraction from
Generated
Answers

Tables
Creation

Fig. 1. Steps of the Exploratory Evaluation.

Domestic Sustainability
Information
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by both

Fig. 2. Graphical Representation of Domestic Sustainability Information
Domain.

We considered for this evaluation the most prominent
LLMs [51] at the time of writing (i.e., end of June 2023),
those considered state-of-the-art and possibly accessible via
API. The LLMs evaluated in this stage were ChatGPT, BingAl,
Bard, and OpenAssistant (LLAMA version).

We built a set of ten questions on the topic of sustainability
(reported in Appendix A'). To mitigate the introduction of
human bias during this process, we relied on news articles
(from newspapers, scientific periodicals, reliable scientific
blogs, etc.) considered a credible source of information by
numerous people [52]. We considered the first 10 articles on
the topic, published before 2021 (otherwise, the topics covered
might not be part of the corpora on which most of the models
are built), and that had the title or the main line formulated
as questions. The body of each article represents the trustable
answer to each question.

From these 10 article bodies, we extracted the topics cov-
ered. We asked three subjects who did not have previous
experience in the field to list the topics covered by each
article, i.e., an argument that is discussed in sufficient detail
to comprehend its meaning. Based on this data, content topics
are assigned, applying a majority voting technique.

We sampled the four candidate LLMs, asking the ques-
tions extracted from the trustable source, using a zero-shot
promoting technique. We asked the same question 8 times
to each model to allow for variance in the answers and
investigate whether different topics appeared. To ensure that
there were no correlations between the different generations, a
new instance of each model was created after each response.
We then extracted the topics from the answers, using the same
methodology adopted for the trustable source.

Finally, we created a table to match the topics identified
in the answers generated by the LLMs (and their occurrence)
and the ones extracted from the trustable source. An example
reporting the topic extraction of the first question is reported
in Table I.

Thttps://doi.org/10.5281/zenodo.10012799
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TABLE I
EXAMPLE OF TOPIC EXTRACTION AND OCCURRENCES FOR QUESTION 1: Where does all the carbon we release go?

Topic Trustable source ~ ChatGPT  BingAI Bard LLama
Original source v 7 0 7 5
Atmosphere cycle v 6 5 6 6
Human carbon production v 7 0 2 7
Solutions to reduce carbon v 3 6 2 3
Global warming v 5 0 0 5
Why carbon is necessary 1 2 4 0

A. Results and Discussion on the Exploratory Evaluation

Since we mapped the presence of topics in the 8 responses
generated by the LLLMs to each individual question. The result
reports that, on average, a trustable source topic is covered
0.850 by ChatGPT (M=0.850, SD=0.285). For BingAl, the
average is 0.655 (SD=0.273), while Bard has a mean of 0.728
(SD=0.309). Finally, LLama stands with a mean of 0.622
(SD=0.240).

TABLE 11
DESCRIPTIVE RESULTS OF ALIGNMENT OF TOPICS BETWEEN TRUSTABLE
SOURCE AND LLM

Percentiles
Mean SD 25th 50th 75th
ChatGPT  0.850 0.285 0.800 0.857  1.000
BingAl 0.655 0.273 0425 0.686 0.843
Bard 0.728 0309 0.600 0.657 0.964
Llama 0.622 0240 0450 0.675 0.779

In addition, we run a comparative analysis to evaluate the
alignment between the topics presented in the trustable sources
and those reflected in the LLMs’ answers, examining the
variance between multiple completions from the same model.

As shown in Table III, every topic appears on average in
4.41 out of 8 questions generated by ChatGPT (M=4.41,
SD=2.39) to the same question. For BingAl, every topic
appears on average 4.01 times (SD=1.96), while on Bard, they
are inserted in 4.55 answers (SD=1.99). Finally, LLama repeats
the same topics around 4.40 (SD=1.97) on the 8 answers.

TABLE III
DESCRIPTIVE RESULTS OF TOPICS EXTRACTED BY GENERATED
RESPONSES
Mean SD Min  Max
ChatGPT 4.41 239 1 8
BingAl 4.01 196 1 7
Bard 4.55 199 1 7
LLama 4.40 197 1 7

We run Repeated Measures ANOVA to assess the variability
in the answers produced in terms of the number of topics
covered (among the repeated runs) in answers to the same
question by the four LLMs (all the results are reported
in Table IV). There is no statistically significant difference
in the number of topic generation (F(9,3)=1.386, p=0.250),
also running the Friedman non-parametric test (X2(3)=5.75,
p=0.124).

Given the results of this preliminary evaluation, there is no
LLM model that statistically outperforms the others in terms

of the number of topics covered in the generated answers. In
the same way, we do not have statistical evidence of more
recurrent topics in the generated answers.

For this reason, for the scope of our study described in
the following section, we select an LLM model on qualitative
observations. During the topic extraction, we can report that
qualitatively the impression is that ChatGPT and Bard are
very verbose in their responses. On the other hand, BingAl is
very brief in its responses but equally perceived as accurate
in its alignment with the trustable source.

Since the underlying motivation that led to this study was
to integrate such a question-answering system into a SPA, we
decided to select ChatGPT, since — at the time of the study
— was the only system offering an API interface, therefore
natively supporting integration.

V. EMPIRICAL STUDY: LLM ANSWERS EVALUATION

In this second study, represented in Figure 3, the objective
is to analyze and evaluate the responses that the LLM chosen
with the previous exploratory evaluation could provide to a
user. To achieve this, we want to answer the following research
question: What is the performance of responses generated by
an LLM from a crowdsourced dataset of questions on the topic
of environmental sustainability?

Human
Evaluation on
Answer
Generated from
ChatGPT

Question
Collection from
Users and
Clustering

Metrics
Definition

Fig. 3. Steps of the Empirical Study.

A. Methodology

We will assess the responses generated by the LLM using
a set of metrics grounded on previous works on a similar
topic [53], [54]. For each dimension, we gathered five scores
(on a 5-item Likert scale).

o Fluency measures how well the response is written in
natural language, without syntactic errors or awkward
phrasing.

o Coherency measures how a response is free of logical
contradictions.



TABLE IV
ANOVA RESULTS OF TOPICS EXTRACTED BY GENERATED RESPONSES

Within Subjects Effects

Sum of Squares df  Mean Square F p
LLM 11.2 3 372 1386  0.250
LLM * Question 71.1 27 2.63 0981 0.499
Residual 362.5 135 2.69
Between Subjects Effects

Sum of Squares df  Mean Square F p
Question 38.4 9 427 0461 0.893
Residual 416.9 45 9.27

Note. Type 3 Sums of Squares

o Consistency measures how much the topic of the response
aligns with the topic in the question.

e Accuracy measures how much the response is factual and
accurate with respect to the topic.

o Argumentation measures how much the response is well
explained, without redundancy or lacking in common
sense.

Having defined the evaluation metrics, we proceeded to
acquire a set of questions on the topic of sustainability to
assess the performance of the chosen LLM (i.e., ChatGPT).
To this extent, we created a questionnaire asking participants to
write 3 questions they would ask an expert in the sustainability
field. Participants belonged to close contacts from the personal
community, colleagues, or university students (the latter with
a predominantly scientific background), and they were all
sensitive to environmental sustainability issues (without being
able to consider them experts).

We collected the results into a CSV file, analyzed them
with the Sklearn K-means Clustering algorithm and using
an embedding created with BERT, and extracted the main
categories into which they could be divided. Then, the clusters
were labeled.

We selected a random question from each category identi-
fied in the previous step, and we generated a response with
the LLM. The prompt contained the sentence ”Explain in 50
words:” followed by the text of the question.

Finally, to assess the performance of the generated re-
sponses, we asked a group of 5 experts specialized in the field
of sustainability (currently working in major energy companies
in Italy) to evaluate the generated answers through a specific
questionnaire (see Appendix B and C?), following the metrics
presented above.

B. Results and Discussion

In total, 75 respondents completed the questionnaire and
provided in total 225 partially overlapping questions. After
having discarded low-quality contributions (i.e., questions not
related to the sustainability field), and removed the duplicates,
we were left with 167 unique questions.

We classified the questions collected into 7 distinct cate-
gories, as shown in Figure 4, where some points are mixed
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with others due to the t-SNE dimensionality reduction used to
visualize the graph in two dimensions.

The clusters were labeled based on the topics and the labels
are here reported together with the number of unique answers
associated: Reducing plastic use (6), Concerns about the envi-
ronment and related actions (5), Environmental policies (44),
Greenwashing and “green” solutions (9), Eco-sustainability
and sustainable behaviors (27), Energy and environmental
impact (6), and Environmental sustainability (70).
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Fig. 4. Sklearn K-mean Clustering Analysis (points of different colors overlap
each other due to the dimensional reduction caused by t-SNE algorithm)

The questions randomly selected for the evaluation and the
corresponding generated answers are reported in the support-
ing material. In Table V, we report the results of the evaluation
of these responses by a group of (N=5) experts in the field.

Experts reported fluency in the generated answers with an
average of 4.49 (SD=0.612). The coherency mean is 4.46
(SD=0.611), while consistency has M=4.11 and SD=1.022,
and accuracy has M=3.71 and SD=1.045. Finally, argumenta-
tion has M=3.80 and SD=0.994.
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TABLE V
DESCRIPTIVE RESULTS OF SCORES ASSIGNED TO CHATGPT
Mean SD Min  Max
Fluency 449 0.612 3.00 5.00
Coherency 446 0.611 3.00 5.00
Consistency 411 1.022 200 5.00
Accuracy 371 1.045 2.00 5.00
Arguments Logic 380 0994 2.00 5.00

The experts agreed that ChatGPT can answer questions
about domestic sustainability in a fluent and coherent way.
However, they also reported a low accuracy in the content
of the generated responses. Our result is contrarily to the
performance reported in other domains like [55].

We believe that a fine-tuning phase might mitigate such a
problem in the sustainability field before the deployment of
the system or by extending the prompt with additional context
information.

In addition, qualitative insights provided by experts high-
lighted that the lower accuracy in the answers seems to
correspond to questions provided by users that are difficult
to interpret, even to human respondents. In the future, we will
to further understand the relation between the quality of the
questions and the obtained output, trying to elicit strategies to
minimize its influence in the generation of the responses.

VI. CONCLUSION

In an exploratory evaluation, we compared the generative
capabilities of four large language models in the field of
ecological sustainability, with the objective of determining the
most suitable to be embedded in a conversational agent in
the home environment. The models considered are ChatGPT,
BingAl, Bard, and LLAMA.

We constructed a set of trustable sources on the topic and
analyzed the extent to which the themes covered in the text
generated by the models appeared in it. We sampled each
model multiple times and performed an ANOVA comparison.
The data gathered was not sufficient to highlight a statisti-
cal difference between the outputs of the candidate models.
However, the results differed in terms of verbosity and we
determined that ChatGPT, at the moment, is the optimal
solution.

To test the responses generated by ChatGPT, we built a
corpus of 167 questions on the topic of sustainability from a
group of 75 participants. We then used ChatGPT to produce
candidate answers to these questions and evaluated them
in terms of fluency, coherency, consistency, accuracy, and
argumentation. The results confirm that ChatGPT as-is can
answer very general questions and is quite reliable. However,
the low accuracy reported by experts in the questionnaire
points out, that for some specific questions, there is the need
to add prompting or use fine-tuning techniques. Future work
will allow us to test all the questions in each cluster and
then correlate them with the various scores. In addition, we
will expand the number of experts in evaluating the responses
generated to user questions.
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